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Abstract: Deep learning has shown exceptional performance on a wide 
range of data and tasks. Typical approaches train deep models in a supervised 
manner, which requires a large number of data and label pairs. However, 
supervised training becomes inapplicable in many real-world scenarios, such as 
drug discovery and biomedical imaging, where obtaining labels can be costly, 
limited, or even impossible. Self-supervised learning (SSL) offers a solution by 
allowing deep models to be trained on unlabeled data, eliminating the need for 
excessive annotations. When no labeled data is available, SSL can serve as a 
promising approach for learning representations and enabling explainability for 
unlabeled data. In this talk, we will present various theoretically-grounded SSL 
approaches for learning and explanation with image and graph data. 
Additionally, we will explore the potential of SSL for a wider range of 
scientific problems.
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